CIS 798 (Topics in Computer Science)

Topics in Intelligent Systems and Machine Learning
Fall, 1999

Homework Assignment 5

Tuesday, November 30, 1999

Due: Thursday, December 9, 1999 (by 5pm)


In this assignment, you will install and use several interactive tools for learning graphical models, visualizing performance, and developing knowledge-based systems.

1. (30 points) Using NeuroSolutions.
a) Download the NeuroSolutions 3.02 demo from http://www.nd.com and install it on a Windows NT machine.
b) Use the NeuralWizard (which is fully documented in the online help for NeuroSolutions 3) to build a multilayer perceptron for learning the sleep stage data.  Your training data file should be Sleep1.asc and your desired response file should be Sleep1t.asc.  Use a 20% holdout data set for cross validation.  Report both training and cross validation performance (mean-squared error) by stamping a MatrixViewer probe on top of the (octagonal) costTransmitter module and recording the final value after training (for the default of 1000 epochs).
2. (30 points) Learning time series data with NeuroSolutions.
For all parts, turn in training (80%) and cross validation (20%) error values.
a) Train a Jordan-Elman network for the same task and report the results.  Use the default settings and the input recurrent network (the upper left entry among the 4 choices.  Take a screen shot of your artificial neural network after training (in Windows, hit Print-Screen and paste the Clipboard into your word processor).

b) Train a time-delay neural network for the same task and report the results.
c) Train a Gamma memory for the same task and report the results.
3. (35 points) Using Hugin.
Download the Hugin Lite demo from http://www.hugin.com and use it to build the full Bayesian network for PlayTennis, using the training examples given in Mitchell and all the CPTs you wrote down in Homework 3.  Turn in, by e-mail, a screen shot of your BBN and attach it as a Hugin file titled Tennis.hkb.

4. (30 points) Using Bayesian Knowledge Discoverer.
Download the BKD demo from http://kmi.open.ac.uk/projects/bkd/ and use it to learn a Bayesian network for the Auto data set from the Irvine database (this is in the db.tar.gz file for Homework 4).  Turn in a screen shot of the BBN and attach it as Auto.bbn.

Every student should download, install, and run his or her own copies of all programs.

No hand-written solutions, please.

