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The paper discusses the idea of supplying “advice” to a reinforcement learning agent and having that agent benefit and refine the “advice” through future training.  
The audience of the paper is machine learning professionals or students who have an interest in incorporating prior knowledge into learning algorithms.  
The introduction of the paper discusses how typical reinforcement learning agents suffer from the fact that the need a large set of training data to learn.  A solution to this, one that is different from previously explored methods, is an agent who can take advice from an observer.  The learning algorithm used for the agent is the connectionist Q-learning algorithm, which of course is a reinforcement learning method.  A neural network is used to represent the utility function of the Q-learner, which is then used to incorporate advice into the Q-learning system.   Next, the paper discusses the steps taken to allow an agent to accept advice.  First, the learner is capable of accepting advice at anytime, which puts less a burden on the learner.  Secondly and thirdly, the advice is converted into a representation is can use and incorporate into its system.  Fourth, the advice is incorporated into its current system.  To do this, the KBANN method is used to build a neural network given a rule set.  The authors mimic this method to incorporate their reformulated advice into the Q-learner’s neural network.  Lastly, the advice must be judged as to its worth.  The authors rely on the reinforcement learning process to slowly get rid of bad advice.  Next, the authors test their system.

The test bed is a 7x7 grid where an agent flees from enemies and tries to collect reward.  
Avoiding obstacles and killing enemies also are tasks for the agents.  Agents are placed into randomly generated environments and run until 500 steps are reached or the agent is captured.  The agents are trained for 1000 episodes and then for 2000 episode after receiving advice.  Also, the advice is given at different points in learning, after 0, 1000, 2000 episodes.  The results show minor improvements in learning the desired concepts prescribed by the advice.  The tests show that in fact the agent is incorporating the advice into its neural network and performing better in the targeted areas from it.

The major strength of the paper is that is shows that domain knowledge can be provided to a learning system in a new and “real-world” like manner.  
Typically, methods of incorporating domain knowledge rely on the fact that perfect, or near perfect, domain knowledge is known before the learning begins.   It seems to be a more practical approach to give specialized advice to a learning agent while observing the flawed behavior.  Also, I would think that another major advantage to incorporating domain knowledge in this way is that an agent could also learn to advise itself, in the manner of incorporating guesses to rules about the domain instead of adjusting is weights between connections
.  

A major weakness of the paper is that the authors are not clear how the method actually reduces the number of training data required.  
They assume that any reinforcement learner that uses domain knowledge is superior to one that doesn’t, by I would contest that it depends on how the domain knowledge is used.  In this method, I would think that by adding more units and connections to the Q-learner’s neural network, it might actually take more training to refine the new additions to the network.  While this may indeed lead to a more effective agent, which the results don’t overwhelmingly show, it isn’t clear to me that it is a superior agent because it requires less training data.  
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