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Instructions and notes

· You have until 10:30am on March 17, 2000 for this exam.

· Your answers should be individual work; you are not to discuss the exam questions with anyone before turning in the exam. 

· You may use the textbook or any other published reference, as long as you cite your source properly.

· Your answers will be graded for originality as well as for correctness.

· You should have a total of 8 pages; write your name on each page.

· Use only the front side of pages for your answers; you may add additional pages if needed.

· Circle exactly one answer for each true/false and multiple choice question.

· Show your work on problems and proofs.

· There are a total of 150 possible points in this exam and 10 points of extra credit.

Definitions / Simple Illustrations (3 items, 10 points each)

Give definitions in your own words.  Cite all reference sources.

a) Define: simulated annealing
Draw: an illustration of an error surface with 2 trainable parameters and at least 2 types of problems to which local optimization methods (such as gradient descent, or conversely “steepest ascent” hill-climbing) are susceptible, but which simulated annealing can overcome.   (Explain why in 1 sentence.)

b) Define: inducer
Draw: a committee machine for combining (predictions from) decision tree inducers (label the components and explain what kind of committee machine you have drawn)

c) Define: Bayesian inference
Draw: the Bayesian network for the “Sprinkler” domain. Populate the network consistently with your own subjective probabilities (all tables except that for P(Ground-Moisture | Sprinkler, Rain)) and use it to infer the joint probability P(Summer, On, Steady, Wet, Slippery).  You may assume any sample priors you wish for Season.

Short Answer (3 items, 10 points each)

a) Draw a decision tree for deciding whether to eat at your favorite restaurant. Your tree should include at least one non-boolean symbolic attribute test and one continuous-valued attribute test.

b) Give a "real-life" example of overfitting in inductive learning.

c) Discuss one way in which reinforcement learning can be used in KDD.

2. Problem Solving (30 points)

Version spaces and the candidate elimination algorithm.

Consider the following set of attributes:

Size: Small, Large 

Shape: Circle, Square, Triangle
Gnarly: Yes, No

Suppose we have the data set:

	Example
	Size
	Shape
	Gnarly

	1
	Small
	Circle
	Yes

	2
	Large
	Triangle
	No

	3
	Large
	Circle
	Yes


Consider the space H of conjunctive hypotheses, which, for each attribute, either:

· indicates by a “?” that any value is acceptable for this attribute,

· specifies a single required value (e.g., Large) for this attribute, or

· indicates by a “(” that no value is acceptable.

Let a version space (a subset of consistent hypotheses in H) be represented by an S set (specific boundary, at the top) and a G set (general boundary, at the bottom).

Suppose the 3 training examples above are presented in order.

a) Show the evolution of the version space by writing down S0, G0, S1, G1, S2, G2, S3, and G3.  If the G set does not change given a new example, just write Gi+1 = Gi next to the drawing of Gi (similarly for S).

b) Write down the hypotheses in the final version space (the ones that lie between S3 and G3 according to the partial ordering relation Less-Specific-Than) and draw lines between hypotheses that are related by this relation in the final version space.

Algorithm Design (30 points)

Sketch a methodology for using pseudo-experiential (e.g., “phantom” or “fantasy”) training instances to incorporate prior knowledge into a supervised learning agent.  For example, you may define the integration problem as a case of hybrid analytical and inductive learning and specify the:

· training data D (instance space X)
· domain theory T
· hypothesis language H
· learning algorithm L
· performance element (task T)
· performance measure
3. 
Essay (2 items, 30 points)

\

a) Discuss one of the hybrid learning methods that have been covered so far in the course and their application to intelligent (learning) agents that use simulation.  For example, how might you use programmatic (e.g., procedural) knowledge to prefilter examples for supervised learning by an intelligent agent?  What kind of tradeoff issues does this present?

b) Explain, in formal terms, the relationship between Bayes optimal and MAP estimation.
Extra Credit (5 points each)

a) Show a case of d-separation in the problem 1(c). Explain the inferential significance of your example (in 1 sentence).

b) List 3 pros and cons of any system that has been discussed so far in the course and discuss (in a short paragraph) the significance of these pros and cons for the problem of knowledge discovery from very large databases (VLDB) in the area of computational biology, chemistry, or physics.
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