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Abstract

Mentorship not only helps students discover their
hidden potential, push beyond boundaries, learn new
skills and grow both professionally and personally but
also helps mentors share their expertise, and grow
as individuals. Mentorship, especially long-distance,
is slowed down by several obstacles ranging from
communication issues, loss of morale from both parties,
laws and rules deterring researchers from collaborating
with people outside the lab, among other things.
Code for Research Papers (C4RP) aims at fostering
research entry for early researchers from underserved
populations through initiating collaboration between
mentors both abroad and local, lecturers and students in
some of the major universities in Africa. The students
will reproduce an already published machine learning
paper with the supervision of a mentor, and a lecturer.
And then publish their findings in a selected conference,
journal or workshop and be awarded credit at the end.

Introduction

There is an exponential growth in the number of
Machine Learning (ML) research papers released annually
on different platforms and avenues for example arXiv,
IEEEXplore, OpenReview, Google Scholar, ResearchGate,
ML conferences and workshops, journals among others [1].
Several ML researchers are concerned about the inability
to reproduce [2, 3] most of these research papers [4–7].
Many deep learning sceptics are unable to reproduce deep
learning models [8]. The hyperparameters used are usually
presented like magic numbers without a detailed explanation
of the desired choice. Failure to reproduce the metrics like
accuracy someone else claimed to have gotten on a similar
dataset with the same methodology is quite disturbing
for lots of researchers. And this is usually attributed to
factors like the choice of; computing resources, libraries,
programming languages, GPU / CPU, and frameworks used.
1 Additionally, decisions like weights initialization, number
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1https://determined.ai/blog/reproducibility-in-ml/

of times the researcher ran the model on the train set and
possibly on the test set, shuffling or not shuffling the datasets
can also significantly affect the results, cherry-picking
among others. Some researchers may or may not disclose
this information, which is very crucial for Reproducibility
in ML (RML). Even though this could be a learning
experience for early researchers,2 it’s a time-consuming
task for researchers aimed at making advancements, fairly
compare existing models or improve upon existing research.
Reproducing already existing research is a great opportunity
for novice researchers and those looking to enter the field.
This is mainly because it helps them get acquainted with the
research area and fully understand the underlying concepts.

Several undergraduate students in developing countries,
especially in Africa, are faced with the challenge of finding
great ML research projects and mentors to supervise them
conduct research in the different ML areas, for example,
Computer Vision, Natural Language Processing, Learning
Theory, Kernel Methods, Fairness and Ethics, Convex
Optimization among others [9]. This is because the ratio
of ML researchers in Africa to the enthusiastic prospective
mentees is very big. And although lots of initiatives
to form mentorship relationships have been created for
example Deep Learning Indaba,3, Data Science Africa,4 and
BlackinAI 5, the gap is still very big.

Even though mentorship has proven to improve the
lives of both mentors and mentees [10–12], long-distance
mentorship has proven very hard to conduct, and in most
cases, neither effective nor efficient. Factors like; morale
loss on either end, intermittent internet, timezone differences
and cultural differences fail long-distance mentorships. And
sometimes, the desire to mentor students outside the lab to
collaborate on lab projects is constrained by lots of factors,
for example, grant limitations, university and or company
policies, remuneration challenges, among other things. This
well-meaning task ends up in most cases being time-wasting

2https://sites.google.com/view/icml-reproducibility-
workshop/home

3http://www.deeplearningindaba.com/
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and frustrating for both the mentors and mentees [13, 14].

Code for Research Papers (C4RP) aims at fostering research
entry for undergraduate students in African universities.
C4RP seeks to support lecturers in some of the major
universities in Africa, for example, the University of Cape
Town and Makerere University to introduce RML as a
creditworthy course. Within the course, the students will
reproduce an already published paper for credit. And to
help the students learn as much as possible and finish the
course in scheduled time, they will pick a research paper
published at conference and or workshops and reproduce
the published findings. Following will be required to write
a reproducibility challenge paper expounding on what they
completed, failed to achieve, challenges faced, lessons
learnt, and recommendations. Finally, students will submit
the report to a reproducibility challenges workshop at a
major conference, for example, the International Conference
on Machine Learning (ICML)6 and the Association for the
Advancement of Artificial Intelligence (AAAI)7. And in
addition to the lecturers overlooking the course, mentors,
will supervise, advise and guide the selected students in
conducting the research.

Several mentorship programs face difficulty finding
enthusiastic students and keep the passion burning for those
already passionate despite all the unforeseen circumstances.
C4RP solves this problem because it’s a creditworthy course
setting mentorship program, students will push on until
they finish the project. The program will equip students
with research, personal and professional skills, and helps
them develop a deep understanding of the selected ML
area. It will also ensure the mentors and lecturers efficiently
and effectively share their expertise with students. The
acquired skills will make it easier for the students to pursue
graduate studies in ML, and also increase the output of
research findings from Africa. Additionally, C4RP will
enable advanced researchers to focus more on the task at
hand instead of spending time to first reproducing the paper.

How it will work

The mentorship process will involve a sign-up from the
university to participate in the program, a match of mentors
to different students in different universities based on the
research interests and availability of the involved parties, and
finally a report from the lecturers and the mentors detailing
the progress of students, and everyone’s experience with the
program; students, mentors and lecturers.

The mentorship team will ensure all participating
universities can avail resources like space, internet and
computers for students and lecturers to fully and effectively
partake in the program. The duration of the mentorship

6https://openreview.net/group?id=ICLR.cc/2019/Workshop/RML
7https://folk.idi.ntnu.no/odderik/RAI-2019/

program depends on the availability of the mentors and
lecturers.

Since typically a reproducibility challenge commences
when accepted papers are released, students will have at
most four months to form teams, select, register and re-
implement papers and submit the project report to the
conference workshop. This mentorship duration is suitable
for mentors and lecturers available for 4 - 6 months to guide
and support the students. Students will work for a4 months.

The 6-12 months mentorship program is for students who
will be working on big reproducibility projects to submit
to journals, for example, proceedings of ML research8, and
ReScience C. [15] 9

Conclusion

Code for Research Papers aims at providing both mentorship
and research entry to undergraduate students in African
universities through fostering a 4-12 months mentorship
to students in universities without ML mentors to guide
and support them to begin working on challenging
and meaningful ML research projects. The students will
reproduce an ML paper published at major ML conferences
or workshops with the guide and support of mentors
and a local lecturer. The creditworthy coursework setting
of the mentorship program will motivate the students
to push on a midst unforeseen failures and challenges,
which is central to a successful mentorship program.
The students, on producing accessible code and a write-
up detailing their implementation process, successful and
failed experiments, lessons learnt, recommendations and
conclusions will receive academic credit. The lecturer and
mentors will learn from the process, share their expertise,
and together with the students reproduce a research paper of
their interest, which can be a baseline for further research.
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