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Final Exam (In-Class, Open-Book/Notes, Open-Mind)
Instructions and Notes

· You have 120 minutes for this exam.  Budget your time carefully.
· No calculators or computing devices are need or permitted on this exam.

· Your answers on short answer and essay problems shall be graded for originality as well as for accuracy.

· You should have a total of 9 pages; write your name on each page.

· Use only the front side of pages for your answers; you may add additional pages if needed.

· Circle exactly one answer for each true/false and multiple choice question.

· Show your work on problems and proofs.
· In the interest of fairness to all students, no questions concerning problems shall be answered during the test.  If you believe there is ambiguity in any question, state your assumptions.
· There are a total of 200 possible points in this exam and 20 points of extra credit.
Instructor Use Only
	Problem Number
	Points
	Possible

	1
	
	45

	2
	
	30

	3
	
	25

	4
	
	30

	5
	
	20

	6
	
	50

	Extra
	
	20

	Total
	
	200


1. True/False (15 questions, 3 points each)
Circle exactly one answer per problem.
a) T   F

b) T   F

c) T   F

d) T   F

e) T   F

f) T   F

g) T   F

h) T   F

i) T   F

j) T   F
k) T   F
l) T   F
m) T   F
n) T   F
o) T   F

The return value of List-Then-Eliminate is the maximal (least general) consistent generalization of the observed training data.

Given consistent examples, an unbiased learner may fail to find the target concept even if it belongs to the (finite) hypothesis space.

The VC dimension of intervals on the real line is 3.

Pre-pruning in decision tree induction is an overfitting prevention technique.

Feature subset selection in decision tree induction is an overfitting prevention technique.

A 2-layer feedforward ANN can represent any bounded continuous function to arbitrarily small error.

m-of-n concepts over Boolean variables are linearly separable.

Backpropagation of error in feedforward ANNs may converge to a locally optimal solution that is not globally optimal.

If uniform priors are assumed over hypotheses, MAP estimation reduces to ML estimation.

Every boolean function can be represented exactly by some feedforward artificial neural network with two layers of units.

Boosting architectures, such as AdaBoost, are dynamic committee machines.

In a Bayesian network representation of a Simple (Naïve) Bayes classifier, all input variables (attributes) are parents of a single node (denoting the class label).
Even given perfect knowledge of an immediate reward function r and the state transition function (, a learning agent cannot necessarily acquire the optimal policy using a numerical evaluation function.

Instance-based learning (IBL) methods such as k-nearest neighbor are eager learning methods.

Some genetic programming systems can use abstraction to generate new function definitions.

2. Multiple Choice (10 questions, 3 points each)
Circle exactly one answer per problem.
a) Which of the following describes a type of inductive bias?
A) I. Bayesian Information Criterion
B) II. Minimum Description Length Criterion
C) III. Occam’s Razor
D) I and II but not III

E) I, II, and III

b) In time series prediction, which type of artificial neural network (ANN) model exhibits high resolution and high depth?

A) Gamma memory

B) Exponential trace

C) Feedforward ANN

D) Moving average

E) Time-delay ANN

c) Which of the following is an unsupervised learning algorithm?
A) I. k-means clustering (MacQueen)
B) II. Self-Organizing Feature Map training (Kohonen)
C) III. Backpropagation of error (Werbos, Amari)
D) I and II but not III

E) I, II, and III

d) Which of the following methods for combining classifiers corresponds to a static committee machine?

A) Stacking

B) Boosting

C) Weighted majority

D) All of the above

E) None of the above
e) Which of the following methods for combining classifiers guarantees a mistake bound?

A) Bagging
B) Subagging
C) Weighted majority

D) All of the above
E) None of the above
f) Which of the following is a type of crossover operator?
A) Rank-proportionate
B) Tournament-based

C) Cataclysmic
D) Uniform
E) None of the above are types of crossover operators

g) Which of the following is not a step in designing a genetic program?
A) Determining a terminal set
B) Determining a function set
C) Designing a structural crossover operator
D) Designating the termination criterion
E) All of the above are steps in designing a genetic program
h) Which of the following is a lazy learning algorithm?
A) I. Backpropagation of error
B) II. Temporal-difference (TD) learning

C) III. k-nearest neighbor 

D) I and II but not III

E) I, II, and III

i) The practice of reversing automated deduction in order to generate hypotheses is called

A) Resolution theorem proving (RTP)
B) Inductive logic programming (ILP)

C) Semantic query optimization (SQO)

D) First-order predicate calculus (FOPC)
E) None of the above
j) What kind of search procedure do sequential covering rule-learning algorithms such as CN2 (and AQ) use?
A) Greedy

B) Best-first
C) Depth-first

D) Stochastic hill-climbing
E) None of the above
3. Short Answer  (5 questions, 5 points each)
Give your explanation in a complete sentence.
a) What kind of inductive bias does Simple (Naïve) Bayes exhibit?  (Explain your answer rather than just saying “representation bias” or “preference bias”.)

b) What does it mean to say that an approximation to the Bayes Optimal Classifier computes the expected classification over a hypothesis space?  Give your answer as an annotated equation.
c) Explain what a crossover mask in a genetic algorithm is and how it relates to two-point crossover.  Give your definition in C/C++ or Java bit vector notation and illustrate your explanation with an example.
d) Give one example of an eager learning algorithm and briefly explain how it is or is not incremental.

e) What is the relationship between simultaneous and sequential covering in rule learning?
4. Fill-In-The-Blank  (10 questions, 3 points each)
a) An inductive bias that is expressed by the learning algorithm and analogous to a search heuristic is called a ___________________
b) ___________________ is an algorithm for estimating missing values in Bayesian learning.
c) Three stages of cluster definition in document categorization are ___________________, ___________________, and ___________________.
d) A stochastic process whose next state is conditionally independent of states other than its current state is called ___________________.
e) A dynamic-programming-based decision algorithm that computes the optimal mapping from states to actions and uses it to select actions is called ___________________.
f) A dynamic-programming-based decision algorithm that mixes approximated mappings from states and actions to expected rewards at different lookaheads is called ___________________ learning.
g) A stochastic process whose next state is conditionally independent of states other than its current state is called ___________________.
h) The ability of an artificial neural network (ANN) to model patterns to a target accuracy over time is called ___________________; the ability to model them to greater accuracy with the first ability fixed is called ___________________.

i) A system, such as a mixture model, for combining predictions from multiple sources (e.g., trained inducers) is called a ___________________.
j) The operator applied in a simple GA to introduce variation in one or more members of a population without reproduction is called ___________________.
5. Matching (10 items, 2 points each)
Match each algorithm on the left to its most specific function on the right.

1. ID3






a) Unsupervised learning 

2. Competitive update rule for self-organizing map
b) Rule discovery
3. Method of temporal diffferences


c) Supervised learning in ANNs

4. K2






d) Bayesian parameter estimation
5. Resolution





e) Supervised learning in decision trees
6. k-nearest neighbor




f) Lazy learning 

7. Forward sampling




g) Bayesian causal discovery

8. Sequential ordering




h) Probabilistic inference
9. Backpropagation of error



i) Logical inference

10. Simple Bayes




j) Reinforcement learning

1.         ___
2.         ___
3.         ___
4.         ___
5.         ___
6.         ___
7.         ___
8.         ___
9.         ___
10. ___
6. Essay (3 items, 50 points total)

a) (25 points) In what ways is reinforcement learning supervised?  Unsupervised?
b) (15 points) Explain in your own words (in 3 or 4 sentences) how the Chow-Liu algorithm for polytree learning works.  (You need only discuss the structure learning part, not the causality learning part.)
c) (10 points) Explain the difference between sequential covering and simultaneous covering in rule learning, and give one example of each.

Extra Credit

(5 points) Briefly (in 1-2 sentences) describe what you learned from this course that you consider useful.

(5 points) Briefly (in 1-2 sentences) suggest a revision to course content and emphasis that you think will improve it.

(5 points) Do the question topics from this final exam observe conjugate priors with respect to course content?  The study guide? Explain.

(5 points) How would you learn an implicit evaluation function for your favorite 2-player, zero-sum game (e.g., Go, Monopoly, Pokémon, etc.)?  Sketch your design as concisely as possible.
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