CIS 798 (Topics in Computer Science)

Topics in Intelligent Systems and Machine Learning
Fall, 1999

Homework Assignment 4

Tuesday, November 9, 1999

Due: Thursday, November 18, 1999 (by 5pm)


In this assignment, you will each download and install the MLC++ library and run it on a series of data sets to collect performance statistics.

1. (50 points) Running ID3.
a) Log into your course accounts on Topeka and Salina and download the file:

http://ringil.cis.ksu.edu/Courses/Fall-1999/CIS798/
Homework/Problems/HW4/MLC++-2.01.tar.gz

This is the pre-compiled binary for RedHat Linux 6.x.

b) Follow the instructions in the MLC++ manual (Utilities 2.0, in your first notes packet) for installing it in your home directory on Topeka and Salina.

c) Follow the instructions in the MLC++ tutorial (also in your first notes packet) to run the ID3 inducer on the following data sets from the UCI Machine Learning Database Repository: Iris, Mushroom, Monk3, Vote.  Use the .test files for testing. Turn in a PostScript file containing the decision tree and another file containing a table of training and test set accuracy values for each data set.

2. (50 points) Running Naïve Bayes.

a) Follow the instructions in the MLC++ tutorial to run the Naïve-Bayes inducer on the following data sets from the UCI Machine Learning Database Repository: Pima, Monk1-Corrupt.
b) Write a program (shell script, Perl script, or C or Java program) to do 5-way cross-validation on these 2 data sets.  Turn in this program along with a file containing a table of training and test set accuracy values and the 95% confidence intervals for each data set (e.g., 80 ( 7.5%).
3. (25 points) Comparing Inducer Performance.  Run Discrete-Naïve-Bayes on the Mushroom and Vote data sets and compare its performance (training and test set accuracy) to ID3.  To what level is the difference significant?

Extra credit (10 points each)

a) Bagging and Boosting.  Run the bagging and boosting wrapper inducers with ID3 as the wrapped inducer on Problem 1.

b) Evaluating significance.  Run a paired t-test between Discrete-Naïve-Bayes and ID3 on the Mushroom data set, divided in 5 segments (train on 4 segments and test on the 5th).  Report on the test set accuracy and the significance level.

