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CIS 730
Introduction to Artificial Intelligence
Fall, 2001

Final Exam (Open-Book, Open-Notes, Open-Mind)
Instructions and Notes

· You have 120 minutes for this exam.  Budget your time carefully.
· No calculators or computing devices are need or permitted on this exam.

· Your answers on short answer and essay problems shall be graded for originality as well as for accuracy.

· You should have a total of 12 pages; write your name on each page.

· Use only the front side of pages for your answers; you should not need additional pages.

· Select exactly one answer for each true/false and multiple choice question.

· Show your work on problems and proofs.
· In the interest of fairness to all students, no questions shall be answered during the test concerning problems.  If you believe there is ambiguity in any question, state your assumptions.
· There are a total of 300 possible points in this exam plus 15 points of extra credit.

Instructor Use Only
1. ______ / 60
2. ______ / 60
3. ______ / 60
4. ______ / 60
5. ______ / 60
Extra ______ / 15
       Total ______  / 300
1. True/False (15 questions, 4 points each)
a) T   F
b) T   F

c) T   F
d) T   F
e) T   F

f) T   F
g) T   F
h) T   F
i) T   F
j) T   F
k) T   F
l) T   F
m) T   F

n) T   F
o) T   F
The traditional Turing Test is an interactive test consisting of exactly two artificial agents and one human agent.
A/A* with h(n) = 0 for every node n is equivalent to greedy best-first search.

The language of satisfiable first-order logical knowledge bases is recursive enumerable.

Set-of-support resolution is an inference rule designed to handle equality in FOL sentences.
A partial-order planning system uses a type of least-commitment representation. 
A hierarchical decomposition POP system is one that refines an abstract plan into non-interfering subplans.
If a query instance falls between the S and G sets (inclusive) of a version space containing more than one point, the correct class label is not certain.
Every leaf in a decision tree contains examples with the same class label.
The underlying undirected graph corresponding to a Bayesian network must not contain cycles.
The Naïve Bayes assumption can be represented as a tree-structured Bayesian network.
A linear threshold gate can represent the propositional function (a ( b) ( (¬a ( ¬b) over binary inputs, where 0 and 1 are interpreted as T and F.
The Bayes optimal hypothesis is one that maximizes P(D | h) for observed data D.
The maximum a posteriori (MAP) hypothesis given data D maximizes the value of P(h | D).
Segmentation is a problem of late vision.
Lexical analysis is an early problem in natural language processing (NLP).
2. Definitions (10 questions, 6 points each)
a) What is the space complexity of breadth-first search with branch factor b, solution depth d, and maximum search depth m?
A) ((bd/2)
B) ((bd)

C) ((bm)

D) ((bd)
E) ((bm)

b) Which term describes a case in heuristic search where the positive gradient in the heuristic evaluation function lies along a small region of the state space?

A) I. Plateau problem

B) II. Ridge problem

C) III. Foothill problem (local optima that are not global optima)

D) I and II but not III

E) I, II, and III

c) For a graph whose nodes have maximum degree (number of neighbors) b, which searches are guaranteed to achieve optimal path cost given an admissible heuristic?
A) I. Algorithm A
B) II. Branch-and-Bound Search

C) III. Beam Search with finite beam width w > b
D) I and II but not III

E) I, II, and III

d) Which of the following resolution methods restricts the resolvents allowed in each application of the resolution inference rule?
A) I. Unit 

B) II. Input 

C) III. Set-of-support
D) I and II but not III

E) I, II, and III

e) What term best describes the proliferation of axioms that describe the preconditions of actions and their exceptions?
A) Qualification problem

B) Ramification problem
C) Inferential frame problem

D) Representational frame problem

E) None of the above

f) What term describes, or which terms describe, an axiomatic solution to the problem of modeling change across time?
A) I. Successor-state axioms
B) II. Situation calculus

C) III. Relational calculus

D) I and II but not III

E) I, II, and III
g) Which of the following is required for a multi-layer perceptron to approximate any continuous function to arbitrary accuracy?
A) I. Sufficient number of hidden layers
B) II. Sufficient number of training epochs
C) III. Sufficient number of hidden units
D) I and II but not III
E) I, II, and III
h) What type of machine learning is based on an episodic sequence of observed actions followed by a reward or penalty?
A) Concept

B) Supervised
C) Unsupervised 
D) Reinforcement
E) Classification
i) What type of machine learning is based on a measure of similarity between unlabeled instances?
A) Concept

B) Supervised

C) Unsupervised

D) Reinforcement
E) Classification

j) Which of the following Bayesian classification approaches combines the output of multiple hypotheses?
A) Bayes Optimal

B) Maximum Likelihood

C) Maximum A Posteriori
D) Simple (Naïve) Bayes
E) None of the above
3. Machine Learning  (3 parts, 20 points each)

a) (20 points) Supervised Concept Learning by Candidate Elimination.  What does it mean for there to be noise in symbolic training data?  How can the candidate elimination algorithm fail for the conjunctive hypothesis language if there is noise in the class label?  Suggest an extension of the candidate elimination algorithm using multiple version spaces that is tolerant of such noise.  How must you prepare the training data?
b) (20 points) Decision Trees.  Explain how a decision tree for classification is tolerant of class label noise as in the above part.  How does this tolerance break down when overfitting occurs?
c) (20 points) Artificial Neural Networks. Show how a single perceptron (linear threshold gate) can represent AND, OR, and NOT functions and how a multi-layer perceptron can represent the XOR function: a ( b = (a ( ¬b) ( (¬a ( b).  You may assume that the transfer function is signum or step, but specify the input and output (e.g., TRUE = 1, FALSE = 0).
4. Definitions (5 parts, 12 points each).
a) Hill-Climbing Search. Define gradient descent/ascent in terms of iterative improvement and briefly explain the relationship among best-first, hill-climbing, and beam search.
b) Expectiminimax.  Explain the difference between expectiminimax and deterministic minimax in your own words, and label the components (nodes/vertices and edges/links) in the following diagram.
	
[image: image1]
	


c) Inductive Bias.  Define inductive bias and explain the relationship between representation (restriction) and search (preference) bias.
d) Planning.  Define the planning problem in your own words and explain the relationship between planning and design in terms of problem specifications.
e) Bayesian Network.  Define a Bayesian network and explain what properties it has that make it an efficient representation for probabilistic inference in some cases.  What are some such cases? (Give a general characterization and describe or draw an example.)
5. Logic and Resolution (3 parts, 60 points total).
a) Clausal form (16 points) Write down the steps for converting an arbitrary first-order logic (FOL) sentence into clausal form, and apply them to the following sentence:
( x, y, z . P(x, y) ( Q(z, f(x, y))  ( ( w . R(x, w, z) ( S(y, w, z)

b) Sentences in FOL (24 points, 6 points each) Translate the following sentences to FOL. Write your interpretation of each sentence first and state any assumptions you use to resolve ambiguity.
i. Only the wicked flee when no one pursues.

ii. If I had a nickel for every time Dr. Hsu mentions The Lord Of The Rings, I’d be rich.  (Hint: use situation calculus)

iii. (I’m a thousand miles from nowhere / and there’s no place I want to be ( (Dwight Yoakam)

iv. To everything there is a season, and a time to every purpose under heaven. (Holy Bible, Ecclesiastes 3:1)
c) Proof (20 points).  Use first-order refutation resolution to prove the following theorem given the specified knowledge base (KB).  Write down the unifiers for each application of the generalized resolution rule.  You may use conjunctive or implicative normal form, whichever is more convenient for you.
· Knowledge base
· Every undergraduate student taking a course with more graduate students in it than undergraduates needs to work hard.

· Jane is an undergraduate taking CIS 730.
· CIS 730 has 19 graduate students in it.

· CIS 730 has 10 undergraduate students in it.

· Theorem: Jane needs to work hard.
Hint: Introduce only predicates needed to complete this proof!  You may assume that the logic programming system asserts predicate Greater-Than (a, b) automatically when a > b.
[Scratch paper for proof 5(c)]

Extra Credit

a) (5 Points) Briefly explain the edge detection problem in computer vision in your own words.
b) (5 Points) Briefly explain the problem of dialogue act recognition in natural language processing (NLP) in your own words.
c) (5 Points) Suggest, in a few sentences, changes to the course content or pacing that might improve it in the future.
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