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Summary

In this paper a knowledge-based learning method, named Iterated Phantom Induction, is introduced which has a good performance even in the face of imperfect domain knowledge (failure domain). 

Firstly, a hypothesized solution  is generated by using the current decision strategy with the given examples(problems). Then this hypothesized solution is tried out in the real world and an observed error can be got by comparing the real outcome to the goal.  Then the observed error is  used with the domain knowledge to generate the decision error.  Here the domain knowledge maybe an imperfect one and it usually can be represented as a nonlinear function(error function) from the observed error to the decision error.  Given the decision error, we can compute a “phantom decision” by adjusting the actual decision with the decision error. This phantom decision could be a success point if our domain knowledge were perfect. But this is not always the case. When the domain knowledge is a flawed one, the phantom decision constructed by us is likely to yield a failure. However, it’s still very useful.  A new decision strategy can be generated from the phantom decision points by using an inductive algorithm, which just averages or smoothes all the previous training points (phantom points).    As this process iterates and as more examples are used, Iterated Phantom Induction converges quickly to a good decision strategy. 

An experiment is also constructed to test the algorithm’s performance in which the failure domain is simulated by an air-hockey table. The decision strategy we are going to learn is a non-linear function from the angle of the puck’s release to the paddle offset needed to deflect it to the goal position. The error function(e=m*d) used is a linear, monotonically decreasing function from the observed error d to decision error, i.e. the offset error. that represents the domain theory.  The experiment results in section 3 indicate that iterated phantom induction converges quickly to a good decision strategy as the slope m of the error function varies significantly. Another set of experiments shows that the robust convergence has nothing to do with the particular method of strategy generation used in the first set of experiments. Other averaging methods including Regression, Fourier Methods and Neural Networks yield similar results.  The author also gives out a convincing interpretation to the experiment results.

Strengths

The original idea of Iterated Induction is really cool. I prefer to call this method a dynamic iterative learning model. Iteration plays a very important role here. It makes the whole learning process like automatic and requires fewer training examples than conventional induction learning algorithm. Because the phantom training points can be generated from failure and accumulated as the iteration goes on. 

Imperfect domain theory tolerance: This algorithm can tolerate imperfect domain theory. It is very impressive. I think this advantage is from the iterated learning process, the monotonically decreasing error function and the averaging strategy generation method.  This kind of error function guarantees that the system can always adjust its behavior in the right direction , although it doesn’t guarantee the system can do that in the right adjust amount. (i.e. when the the domain knowledge are imperfect and overcompensate the previous error. But anyway, it compensates in the right direction.)  The effecting of averaging strategy generation method is to pull the divergence tendency back to convergence. Every average will make the decision strategy better. But since the there are two factors, the domain theory m and the averaging, that can affect the tendency and at first the affection of m is greater than that of averaging, so there will be a diverge peak at the beginning of learning. But as the iteration goes on, the affection of averaging will play a greater role and finally it will make the tendency converge quickly.

The experiments to explore the algorithm’s behavior are arranged very well. The first set of experiments tests out that the algorithm works well in this specific case. The second set of experiments proves that the robust convergence result does not depend on the particular  method of strategy generation.

The interpretation gives the experiments result a sound theoretical ground.

Weakness

The single salchow example is mentioned in section one as an example of failure domain. But the author doesn’t tell us how Iterated Phantom Induction can help to explain why it can be learned quickly by the average dedicated skating students. 

There should be more comparison between the conventional approach and Iterated Phantom Induction. The author should do more analysis to explain this method’s tolerance to imperfect domain theory. There should be a deeper reason for this amazing characteristic.

The error function can also be improved during the iterated process. Since we can detect the domain theory’s inaccurate, why don’t we just use those knowledge to improve the DT as we improves the decision strategy? Maybe that will make the learning speed more quickly.  Also the author should talks more about the ideal error function e* which is the baseline of the experiments.   

Also what if the error function is another diffident form? Here it’s a very simple function, what will happen if we have a complex error function? What if the function is not monotonically decreasing but increasing? Or decreasing in another form? How to get the suitable error function?

Intended audience

  This paper is for the researchers and experts in AI, machine learning related field.

Significance and novel ideals

 The idea to construct a nonlinear iterated learning algorithm is really novel. 

Comments

 
This algorithm approximates the actual learning process of human.  People learn by making mistakes.  Negative examples help a lot in human’s learning process. Trying, failing, then improving (both decision strategy and domain theory) is a normal picture for human learning. And this process is iterated of course.  Thus one can learn by keeping doing and correcting after making mistakes. 


This algorithm uses a nonlinear learning process to learn a nonlinear function. That makes me thinking about a question: can we learn a nonlinear function by a linear process? I guess the following is true: a non-linear function can be learned by a non-linear algorithm only.

