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In this paper, the authors 
Eric Chown and Thomas G. Dietterich have presented a learning method incorporates prior domain knowledge. The fundamental principle of this learning method is to split the problem into several sub problems which are more easily solvable than the whole and to use these partial solutions to come up with a solution for the whole, thereby reducing the computation time and complexity. This ‘Divide-and-Conquer’ approach is already in use extensively in several computing applications such as algorithms and software development and here the authors investigate the possibility of applying this approach to solving complex problems which involve large volumes of scientific data. The authors also make a claim that using this approach will lead to an increased efficiency in the learning process.

Taking into account the large volume of data involved, the authors use the concept of conceptual parameters, parameters, which summarize the details and do not correspond to any particular value. I feel that though this greatly reduces the complexity of the problem, the authors have not mentioned anything about how much detail can be lost in this process of ‘summarizing’. The process of calibration, when performed manually can be an unwieldy and time-consuming process. Hence, there is a great need to come up with an automated process for the same. The authors present this approach with reference to the MAPSS (Mapped Atmosphere-Plant-Soil System). The goal of MAPSS is to predict the consequences of global climate change on the distribution of plant ecosystems worldwide. It takes the climate and the soil properties at a given site as the input parameters and predicts the amount of vegetation (measured by Leaf Area Index, LAI) and a biome classification (on the basis of LAI values). One of the important issues in the calibration of MAPSS is the need for a good search technique to search for efficient parameter values.

The calibration of MAPSS involved building an input climate data set based on 1,211 weather stations in the US and interpolating it to 70,000 sites. MAPSS was run to predict values for LAI and Runoff. The resulting 70,000 input-output pairs form the training examples, which are used to train the calibration models. The learning process is said to have succeeded if the parameters can automatically be recovered from the training example set. The calibration problem is formulated as a global search problem where the goal is to find a value for θ (a vector containing all the parameters to be calibrated) that minimizes J(s,θ) (error function for a site ‘s’ which gives the deviation of the predicted values from the actual values). The authors consider only 20 parameters out of the 65, with each site providing data for 12 months. It is my view that by considering less than 50% of the parameters required by MAPSS the authors have significantly reduced the computing complexity but may be overlooking the impact of the remaining parameters to the accuracy of the predictions.

Techniques such as Gradient Descent and Powell’s method could not be used since they make an assumption that the error function J is linear, which is not true in the case of MAPPS. Simulated Annealing does not make any such assumption but is very slow. Set-intersection methods could not used since the complexity and non-linearity of the MAPSS model makes it difficult to compute a set of parameter values consistent with a given data point in a closed from. I find it commendable on the authors’ part to have investigated existing techniques as possible solutions to the problem. After enlisting the reasons why alternative techniques would fail to give appropriate results, the authors go on to suggest the Divide-and-Conquer approach. 

Decomposition of the overall problem of calibrating MAPSS into a series of subproblems, and solving these subproblems sequentially to calibrate all of the parameters forms the basis of this method. The underlying assumption made is that each subproblem is small enough to be solved by existing search methods. The authors clearly state that this scheme will work only if there are sites where only a subset of the parameters controls MAPSS computations.  Find this to be one of the limitations of this method.

In order to implement this learning technique three problems need to be addressed. Operating regions, which have only a small number of relevant parameters, need to be identified. Identifying control paths through the MAPSS program does this. All the parameters involved in computations along the control path are parameters relevant to the operating region. The difficulties encountered in identifying the control paths are resolved by rewriting the MAPSS program in a declarative, single assignment, loop free programming language. The authors do not go into details about this language and its impact, if any, on the MAPPS code. A further assumption is made that when all the parameters are calibrated successfully, there is only set of LAI values that leads to water balance. The next step in the process is to identify training examples (sites) corresponding to a path (operating region). Here, the authors once again investigate an existing technique, the E-M approach. This approach was not found to be useful due to the large number of parameters involved. The approach used in this solution is similar to the EM approach and has two phases. The ‘filtering phase’ applies the candidate models to filter the training data and to identify the training examples that have a high probability of belonging to the path. The calibration phase employs these examples to improve the candidate models. This algorithm termed as the Data Gathering Algorithm, uses 40 models and a set of 40 training examples. I feel that the use of 40 models to predict the filtering set makes the filtering phase more reliable than if only one model were to be used. Also, using the ‘best’ 20 of these 40 takes into account, the fact that some models may be inaccurate. And finally, training each model on only one example in the calibration phase limits the ill effects of a bad example to the result predicted by just one model. Applying simulated annealing does the third step of finding a suitable optimization method to solve the individual calibrating problem for each operating region. The authors have presented tabulated result values showing fairly accurate results. However, I feel that the authors have not presented sufficient proof to convince the readers of the efficiency of this technique. 

The paper addresses one of the important issues in learning namely, learning from prior knowledge. However, it is not quite clear as to how this prior knowledge is used in solving the calibration problem. They state that ‘relevant data’ has to be identified pretty much accurately for the method to succeed. Moreover, the authors have presented this method as a solution to the problem of calibrating MAPSS in particular. They have not explored the generality of the method by applying it to other problems involving large amounts off scientific data. 

The paper forms interesting reading for researchers and students of Artificial Intelligence, as well as those interested in the particular problem of learning from prior knowledge. The method presented could be used in applications involving the analysis of large scientific data such as weather forecasting, analyzing and predicting the effects of the Green House effect on global warming and the effects of air and water currents on the climatic changes in a region. 

In conclusion, I would like to say that though the ‘Divide-and-Conquer’ approach suggested by the authors is highly effective in the MAPPSS calibration problem, it’s
 generality warrants further investigation.
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Please keep in mind the following general guidelines:  try to spend no more than 30-40% of your review on the summary and focus on the strengths and weaknesses of the (a) paper and (b) methodology.  Questions you should ask: (1) Is the technique truly important?  (Is it useful for a broad range of problems or just one?)  (2) If you can’t tell whether the technique is significant, why not?  (Did the experimental results show generalizability or did they focus only on a single problem?  Did the authors explain how to generalize the results or did they make claims that were not formally or empirically backed up?   (3) What kind of KDD approach is being used?  How would you describe the methodology in your own words?  For example, here is an example of how you might summarize and critique the methodology of this system:





“This paper describes a divide-and-conquer technique that the authors designed for a simulation model that is used for numerical prediction and classification in an environmental science application.  The key contribution is a method for improving training using prior knowledge.  This knowledge comes in the form of a simulation model that is expressed as a program.  The authors’ system analyzes single training examples (with 65 attributes) from a large database (of about 70000 examples), to determine which ones are more likely useful in reducing prediction and classification error.  It does this by applying partial evaluation (of the simulator program) and discarding examples that have too many unknowns.  A group of “expert” models is used to filter out a few (40) training examples.  The system is then trained using a global optimization algorithm (simulated annealing) for 1000 steps, and this method is repeated until convergence.


	The strength of this approach is that it combines an algorithm for training the model (inductive learning using simulated annealing) with an algorithm for choosing good training examples (analytical learning using partial evaluation).  This is important because a simulation model is used as a form of prior knowledge, which the authors express using a loop-free program (a large, nested conditional that describes the prediction and classification function called MAPSS).  This kind of knowledge is very common, especially in simulations; we can take advantage of it if the set of unknowns (free parameters) can be identified.  The authors not only identify the unknowns, but show how to set a limit on their number in order to reject “useless” training examples.  This is how the “divide-and-conquer” step is achieved: the original problem, containing too many unknowns to be calibrated (i.e., an intractably large number of parameters to estimate), is broken up into smaller ones sequentially by picking out subsets of parameters.  The authors show that the system can be used to achieve convergence with more free parameters (20 instead of 12) within a practical time limit (about 12 CPU weeks on a workstation) for a real-world environmental prediction and classification problem.  This shows that some KDD problems can be scaled up by using this combined inductive-analytical learning approach.  Specifically, these are pattern recognition problems where we can express the model, or hypothesis, as a nested conditional, e.g., a decision list or decision tree.


	A weakness of this approach is that not all prior knowledge for prediction and classification can be written down in the form of a program, even for simulators.  More important, “loop-free, single assignment” programs are severely limited in computational power, so the power of this knowledge representation will also be limited.  However, it is not clear how to perform the analytical step for arbitrary rules, constraints, or other kinds of prior knowledge.  It is also not clear that the speed-up that this “learning with prior knowledge” approach provides is significant enough to recommend this technique for scaling up to large numbers of free parameters.  Finally, the authors apply their technique only to a single test bed, of interest to environmental scientists.  They try to generalize their results to “scalable scientific KDD”, but experiments with larger data sets (especially using more than 40 training examples and 65 attributes) and a broader range of prediction targets are required to make a convincing case.”
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