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Background: 

The papers studied in the past have discussed the issue of incorporating domain knowledge into learning systems. We studied EBL in the paper by Thrun and Mitchell. The present paper goes a step further to state that by eliminating the requirement of complete and correct knowledge bases and by using empirical learning methods to refine approximately correct knowledge which determines the structure of Artificial Neural Networks (ANN), we can improve neural learning. Since EBL assumes that pre-existing knowledge is perfect there are chances for errors due to spurious co-relations in the training data. Empirical Learning on the other hand learns from training examples. The authors in this paper have made a nearly successful attempt by introducing a hybrid strategy ‘Knowledge-Based Artificial Neural Networks’ (KBANN). This hybrid learning system attempts at overcoming the problems of EBL systems and establishing its own superiority.

 Knowledge-Based Artificial Neural Networks’:

KBANN uses a knowledge base of hierarchically structured rules, which may be both incomplete and inaccurate to form an ANN. Thus we can apply neural learning techniques to empirical, incremental improvement of knowledge bases. The algorithm then translates the knowledge base into an ANN in which units and links in the ANN correspond to parts of the knowledge base. Thus Final Conclusions are mapped to Output Units, Supporting Facts to Input Units, Intermediate conclusions to Hidden Units and Dependencies to Weighted Connections in a neural network. The algorithm then translates rules to set initial network structure. We have n mandatory and m prohibitory antecedents, which are used to set the bias on the unit using a mapping procedure. The next step is to add units and links not specified by translation. The final step is to perturb the network by adding near zero random numbers to all link weights and biases. The system handles nominally valued features by assigning one input unit to each value of the feature, linear features are implemented by defining a function having three parameters – midpoint, actual and range. Hierarchical features are handled with the exception that whenever a rule in the knowledge base refers to an element in a hierarchy, in addition to the high weight link from that element, low weight links are created from all ancestors and descendants of the element.

Comments: 

Thus KBANN is a strong analytical method to create neural networks. It is also inductively strong as it refines the learning of neural nets to a considerable extent as proved experimentally. Some of the limitations however lie in the fact that it is restricted to non-recursive, propositional domain theories. Rules are assumed to be conjunctive, non-recursive and variable free. Disjuncts cannot be handled and are encoded as multiple rules.

The authors applied KBANN to empirical tests in the domain of molecular biology to match DNA sequences. An estimate of how well the algorithm learned the concept of a promoter was got by training N-1 examples and then testing on the one left out. The domain theory used here however failed to correctly classify any positive example in the training set. The same method was applied to back-propagation, ID3 and nearest neighbor learning algorithms and KBANN proved to be the most efficient. The KBANN neural networks assigned particular importance to bases in certain positions and this learning ability proved to be of significant importance.

Some problems:

Problems as cited by the authors refer specifically to neural network topology determination. Since topology decisions were based on single layer of hidden units of fully connected networks, an ANN with very few units could not learn a concept and presence of too many units resulted in poor generalization. Another problem was the integration of existing information into the network.

My Views: 

KBANN can be described as a method that uses horn clauses in domain theory for compiling constraint knowledge into learning techniques. Some of its strengths are that it has been able to generalize more accurately. Its performance has been positive and better than pure induction when there was minimal domain knowledge. Since it was able to derive features from learning it reduced the complexity of ANN. KBANN can automatically generate ANNs that are well suited to the task they are intended to learn.   

Weaknesses of this method result due to the restriction on non-recursive, propositional horn clauses
. The authors fail to mention how the system would react given a highly accurate domain theory.
 Even though the KBANN is well explained in itself it hides a lot of internal operational details which, if specified explicitly would help in understanding the system better. Moreover the semantics used to describe a domain theory are based upon models. The accuracy of these models is an open question and could result in ambiguous interpretation of the domain knowledge.   

The authors have touched upon current research issues stating work done to pursue KBANN. Areas for further work are in automatic interpretation of networks after training, in the use of reasoning by explanation failure to constrain error propagation in the network and in the addition of hidden units in the network beyond those specified by knowledge translation.

An intended audience for this paper would be ANN and applied logic researchers. Applications such as matching protein sequences in medicine, finger print matching in crime investigations, catching fraudulent schemes in the real world could use KBANN besides other ANN applications.     

In conclusion it can be said that KBANN has been successful in the application it was intended for and could be used as a tool to improve approximately correct domain theories by empirical learning techniques. It provides a technique for automatically generating ANN with good initial topologies. Yet much work needs to be done to enhance its applications and use the concept to its complete potential.  
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