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Need of this Topic

Currently available reinforcement learning systems assume a single, fixed time step which makes learning and planning at different time scales impossible.The author, in this paper, comes out with a new approach of learning methodology – TD Models – multiple time scale modeling method, which can be used not just to predict rewards but also to predict states and to learn the dynamics of the world at different time scales. This approach can be used to plan at higher and varied levels of abstraction. The basic idea of TD methods is that the learning is based on the difference between temporally successive predictions. In other words, the goal of learning is to make the learner's current prediction for the current input pattern more closely match the next prediction at the next time step. They learn their estimates in part on the basis of other estimates. They learn a guess from a guess---they bootstrap. TD methods are thus used to learn or compute state value functions.

Summary

The author has explained the reinforcement learning problem as maximizing the expected, cumulative, discounted reward thereby seeking an optimal policy. He then describes the prediction problem and the 1-step model of the process which constitutes a Markov chain and a fixed policy (. This 1-step model assumes that the agent interacts with the environment, at some discrete lowest-level time scale. He then derives the Bellman equation  and also its generalized form. He then shows the significance of this equation as, that the model satisfying this can definitely be used to compute value function and this equation also tells us what temporal details can be retained in the abstract model. N-step models are a slightly advanced model over the traditional, in which we can lookahead and find the state value in significantly fewer steps. Then weighted average of steps are predicted rather than precise prediction by intermixing the time scales, without affecting the convergence to V. 

Sutton, in the goal of defining expressive and learnable models, defined the ( model, which “summarize” a mixture of models from different timescales in a single matrix. Finally, the author talks about TD(() methods for training multilayer neural networks. In this method, first, there is a heuristic error signal defined at every time step, based on the difference between two successive predictions, that drives the learning. Second, given that a prediction error has been detected at a given time step, there is an exponentially decaying feedback of the error in time, so that previous estimates for previous states are also corrected. The time scale of the exponential decay is governed by the lambda parameter.

Applications

Finally, in this paper we have discussed TD methods entirely within the context of reinforcement learning problems, but TD methods are actually more general than this. They are general methods for learning to make long-term predictions about dynamical systems. For example, TD methods can be made relevant to predicting financial data, lifespans, election outcomes, weather patterns, animal behavior, demands on power stations, or customer purchases. Suitable audience could be Advanced machine learning scientists and AI engineers.
Strengths

· Behavioral studies with varying reward schedules suggest that animals seek to maximize rate of reward rather than exponentially discounted future reward(ref: http://www.cs.cmu.edu/~dst/LIS/) and hence the traditional reinforcement learning fails and gives way to TD methods.

· TD models can be applied to a broad class of stochastic environments.

· The TD methods need not wait until the end of an episode, they just need to wait for one time-step.

· Learning in general is fast through this method as it learns from its transitions and not from its next action. 

· ( learning algorithm is completely on-line and incremental and its complexity is comparable to that of regular 1-step TD-learning. Its major disadvantage is that it needs a whole specification of policy  (, which is costly to get in general.

Weaknesses & Open Questions

· Can we learn Q-values for abstract actions? The major difference between abstract and primitive action is that abstract action can take indefinite amounts of time. Thus, the agent should be able to redecide on its choice of action before the current action is complete. In this case, the action that did’nt finish should be assigned partial credit, based on the value of the state in which the action was interrupted.

· Can models be learned in parallel with learning the optimal value function?

· Instead of provoding the ( values to the system, could we learn them from experience as well?

· What is the merit of building new abstract actionsfrom existing ones using composition and averaging?

· Proof for convergence of bootstrapping is not mathematically shown in this paper.
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