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Basis of Proposal

                  Supervised learning algorithms for multiplayer neural networks require a teacher to specify the desired output of the network and they require some method to communicate error information  to all the connections
. In a supervised learning scheme, an experimenter compares the current output of the network with the desired output, and adjusts the connection weights in the network to minimize the difference. There is no experimenter to provide a desired output when a biological neural network learns. These two are a big setback to supervised learning for multiplayer 
neural networks and wake sleep algorithm proposed by the authors overcomes both these shortcomings.

The Wake Sleep Algorithm
                  In the wake sleep algorithm the goal is to learn representations that are economical to describe and that allow the input to be reconstructed accurately. The aim of learning is to minimize the “description length” which is the total number of bits that would be required to communicate the input vectors in this way. Thus the premise of the article is that a neural net should represent its stimulus with a minimal-length description. To do this, the network maintains two sets of connections: recognition connections, which run from inputs to outputs, and generative connections, which run from outputs back to inputs. There is no communication that takes place, but minimizing the description length that would require forces the network to learn economical representations that capture the regularities of the data. Though the algorithm  can be used for both these sets of connections can be used with many different types of stochastic neuron, but for simplicity the authors have used only the stochastic binary units that have states 1 or 0.In the “wake” phase the units are driven bottom-up using the recognition weights, producing a representation of the input vector in the first hidden layer, a representation of  this representation in the second hidden layer and so on. The combination of these layers of representation is the “ total representation” of the input and it is used to communicate the input vector to a receiver. The authors have assumed that the receiver knows the top-down generative weights so that they could be used to create the agreed probability distributions required for communication. When a stimulus is applied to the network, the recognition connections map it to the output category that best describes it. Then, the generative connections that run from that particular output back to the inputs create - generate - an image of that category at the input neurons. The image of the category is subtracted from the actual stimulus. Thus, the network represents any stimulus by specifying an output category, together with the differences between the actual stimulus and the nominal stimulus for that category.

Because the hidden units are stochastic, an input vector will not always be represented in the same way. In the wake phase , the recognition weights determine a conditional probability distribution over total representations. After using the recognition weights to choose a total representation better at reconstructing the activities in the layer below.

The authors have showed in the paper that it is better to make the recognition distribution as similar as possible to the Boltzman Distribution which is the posterior distribution over representations given the data and given the network’s generative model rather than adjusting the recognition weights to focus all the probability on the lowest cost representation. The distribution  produced by the recognition weights is a factorial distribution in  each hidden layer because the recognition weights produce stochastic states of units within a hidden layer that are conditionally independent given the states in the layer below. Recognition distribution cannot model non factorial distribution and hence it is impossible to exactly match the posterior distribution. In unsupervised training algorithms , there is only one hidden layer and there is no necessary to distinguish between the two kinds of weights as they are always the same. This minimum description length approach treats the problem of learning as statistical as it fits a generative model which accurately captures the structures in the input examples.
Advantages

          It is relatively an efficient method of fitting a multi layer stochastic generative model to data. In addition to the top down connection it uses a bottom-up connection also to approximate the probability distribution  over the hidden units given the data.

Shortcomings and Unanswered Questions          

         The sleep phase creates a fantasy vector and then the wake phase ,  by adjusting the recognition weights tries to reconstruct the fantasy vector and not the real one which is not desired. The recognition weights produce only a factorial distribution of the hidden units but the demerit is countered by use of generative weights in the wake phase which minimizes the divergence. The paper has not published any results or it has not answered as to whether the algorithm could produce  good density estimators. The effectiveness of this algorithm has not been compared with  other predominant methods like base rate model, binary model and Gibb’s machine and mean field model which can be used for learning in multi layer network.

Audience

           I feel this paper is best suited for AI experts, ANN engineers , applied logic researchers and biophysicists.

Conclusion

          One of the major outstanding questions about biological neural networks is how they accomplish unsupervised learning. In a supervised learning scheme, an experimenter compares the current output of the network with the desired output, and adjusts the connection weights in the network to minimize the difference. Of course, there is no experimenter to provide a desired output when a biological neural network learns. Somehow, it does it on its own. The wake-sleep algorithm suggests that the brain dreams in order to generate desired outputs. These outputs are then used to drive the learning process. Thus the authors have done a commendable job in presenting a new algorithm. However the authors could have furnished some proofs and experimental results to help us understand it better.
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