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Instructions and notes

· You have until 10:30am on March 17, 2000 for this exam.

· Your answers should be individual work; you are not to discuss the exam questions with anyone before turning in the exam. 

· You may use the textbook or any other published reference, as long as you cite your source properly.

· Your answers will be graded for originality as well as for correctness.

· You should have a total of 6 pages; write your name on each page.

· Use only the front side of pages for your answers; you may add additional pages if needed.

· Circle exactly one answer for each true/false and multiple choice question.

· Show your work on problems and proofs.

· There are a total of 150 possible points in this exam.

Definitions / Simple Illustrations (3 items, 10 points each)

Give definitions in your own words.  Cite all reference sources.

a) Define: multi-layer perceptron
Draw: an artificial neural network capable of representing the XOR function over 2 binary random variables; write down the equations for the activation function and explain in 1 or 2 sentences how the network can be trained
b) Define: reinforcement
Draw: the Q, r, and v tables for a Q-learning problem over a small state space (6-10 states, 4- or 8-connectivity); show the dimension of each table and explain what the values in each table stand for
c) Define: direction-dependent separation (d-separation)
Draw: a Bayesian network for the “Smoking” domain that illustrates all 3 disallowed cases for d-separation (Recall the theorem: If every path in the underlying undirected graph from a node X to a node Y is d-separated by a set E of evidence nodes, then X and Y are conditionally independent given E.)

Short Answer (3 items, 10 points each)

a) Draw a decision tree for deciding whether to wear a jacket outdoors.  Your tree should include at least one non-boolean symbolic attribute test and one continuous-valued attribute test.

b) Give a “real-life” example of inductive generalization.

c) Discuss one way in which modular artificial neural networks (ANNs) can be used in knowledge discovery in databases (KDD).

2. Problem Solving (30 points)

Version spaces and the candidate elimination algorithm.

Consider the following set of attributes:

Study: Intense, Moderate, None

Difficulty: Easy, Hard

Sleepy: Very, Somewhat

Attendance: Frequent, Rare

Hungry: Yes, No

Thirsty: Yes, No

PassTest: Yes, No

Suppose we have the data set:

	Example
	Study
	Difficulty
	Sleepy
	Attendance
	Hungry
	Thirsty
	PassTest

	1
	Intense
	Easy
	Very
	Frequent
	No
	No
	Yes

	2
	Intense
	Easy
	Somewhat
	Frequent
	No
	No
	Yes

	3
	None
	Hard
	Somewhat
	Frequent
	No
	Yes
	No

	4
	Intense
	Easy
	Somewhat
	Frequent
	Yes
	Yes
	Yes


Consider the space H of conjunctive hypotheses, which, for each attribute, either:

· indicates by a “?” that any value is acceptable for this attribute,

· specifies a single required value (e.g., Easy) for this attribute, or

· indicates by a “(” that no value is acceptable.

Let a version space (a subset of consistent hypotheses in H) be represented by an S set (specific boundary, at the top) and a G set (general boundary, at the bottom).

Suppose the 4 training examples above are presented in order.

a) Show the evolution of the version space on the diagram below by writing down S1, G1, S2, G2, S3, G3, S4, and G4.  If the G set does not change given a new example, just write Gi+1 = Gi next to the drawing of Gi (similarly for S).

b) Write down the hypotheses in the final version space (the ones that lie between S4 and G4 according to the partial ordering relation Less-Specific-Than).

c) In the final version space, draw lines between hypotheses that are related by this relation.  For example, there should be a line between <?, Easy, ?, ?, ?> and <?, Easy, ?, Frequent, ?, ?>.

Algorithm Design (30 points)

Sketch a methodology for learning to solve symbolic integration problems over polynomial and transcendental (trigonometric and exponential) functions.  For example, you may define the integration problem as a case of supervised learning and specify the:

· training data D (instance space X)
· hypothesis language H
· learning algorithm L
· performance element (task T)
· performance measure
3. 
Essay (2 items, 30 points)

a) Discuss one of the hybrid learning methods that have been covered so far in the course and their application to intelligent (learning) agents.  For example, how might you interleave inductive and analytical learning in an intelligent agent?  What kind of tradeoff issues does this present?

b) Explain, in formal terms, the relationship between MLE and MAP estimation.
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