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Instructions and notes

· Do not open this exam until instructed to.

· You have 50 minutes for this exam.

· You may use the textbook or any other published reference, as long as you cite your source properly.

· You are not required to cite the course lecture notes.

· Your short answers will be graded for originality as well as for correctness.  That is, se your own words.

· You should have a total of 6 pages; write your name on each page.

· Use only the front side of pages for your answers; you may add additional pages if needed.

· Circle exactly one answer for each true/false and multiple-choice question.

· Show your work on problems and proofs.

· There are a total of 150 possible points in this exam and 10 points of extra credit.

Instructor Use Only
1. ______ / 50

2. ______ / 50

3. ______ / 50

EC  ______ / 10

       Total ______  / 150
Multiple Choice (5 questions, 10 points each)

a) Which term describes the use of an m-of-n language for describing a concept?

A) Preference bias

B) Representation bias

C) Inductive bias

D) Hypothetical bias

E) Bias-variance tradeoff

b) What type of anti-overfitting method is pre-pruning?

A) Prevention

B) Identification

C) Avoidance

D) Recovery

E) None of the above

c) The practice of reversing automated deduction in order to generate hypotheses is called

A) Inductive logic programming (ILP)

B) Semantic query optimization (SQO)

C) First-order predicate calculus (FOPC)

D) Resolution theorem proving (RTP)
E) None of the above
d) In time series prediction, which type of model is well-suited for a concept defined as a prepositional function over a short time window?

A) Gamma memory

B) Exponential trace

C) Feedforward ANN

D) Moving average

E) Time-delay ANN

e) Which of the following methods for combining classifiers corresponds to a static committee machine?

A) Weighted majority

B) Stacking

C) Boosting

D) All of the above

E) None of the above

Fill-In-The-Blank (5 items, 10 points each)

a) A training example in concept learning is represented using a(n) _________________________ x and a class label c(x).

b) An inductive bias that is expressed by the learning algorithm and analogous to a problem-solving heuristic is called a(n) _________________________.

c) A technique for overfitting control in which a learned decision tree is converted into rules whose preconditions are tested against a validation set is called  _________________________.

d) A system, such as a mixture model, for combining predictions from multiple sources (e.g., trained inducers) is called a(n) _________________________.
e) A type of multi-network system that bases its combiner function only on the output (not the input or context) of each component is called a(n) _________________________.
Short Answer (50 points total)

a) (30 points) Choose 2 of the following 3 questions to answer:

1. (15 points) What is the difference between depth and resolution in time series modeling and how is this a tradeoff in selecting a neural network architecture?

2. (15 points) What is a clustering algorithm (in terms of an input-output specification) and what is a general objective of clustering?

3. (15 points) What is a mixture of experts model and on what basis can it be constructed from training data?

3. Short Answer (continued)

(You must answer both of these parts.)

b) (10 points) Explain the difference between overfitting avoidance and prevention.

c) (10 points) What is the basis of the proof of Perceptron Cycling Theorem?  (Note: the cycling theorem, not the convergence theorem)

Extra Credit (10 points): choose one of the following items.

a) (10 points) Suggest a learning algorithm (or adaptation of an algorithm covered in Witten and Frank or in lecture) other than the one used by Hsu and Knoblock or FOIL (as suggested in the presentation) for the query optimization application.

b) (10 points) How might the candidate elimination algorithm be adapted to tolerate label noise?

c) (10 points) How can we use the validation set accuracy of a supervised inductive learning algorithm in feature (attribute) selection?
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