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Summer, 2000

Midterm Exam (Take-Home, Open-Book, Open-Notes, Open-Mind)
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Instructions and notes

· You have until 11:30pm on June 2, 2000 for this exam.

· Your answers should be individual work; you are not to discuss the exam questions with anyone before turning in the exam.

· You may use the recommended texts or any other published reference, but cite your source properly.

· If you need clarification of a question, e-mail the instructor.

· Type your answers (no handwritten solutions, please).

· MS Word, HTML, PostScript (PS), or Portable Document Format (PDF) solutions are acceptable.

· Your answers will be graded for originality as well as for correctness.

· You should have a total of 10 pages; write your name on each page.

· Show your work on problems and proofs.

· On essay and other free-answer questions, only your original writing will receive credit.
· There are a total of 150 possible points in this exam.

Score (Instructor Use Only)

1. _______/30

2. _______/30

3. _______/30

4. _______/30

5. _______/30

Total
 _______/150

Short Essay: Relevance Determination in KDD Systems (2 items, 15 points each)

Describe your design using your own words and illustrations.

Cite all reference sources.

a) Explain how the problem of feature (attribute) subset selection might be generalized, for knowledge discovery in databases (KDD), to finding a partitioning of attributes into relevant subsets for KDD subproblems.  How would the subproblems be defined?  What would the state space (and search operators) look like?  Finally, suggest some search criteria (i.e., heuristics and overfitting control methods).

b) Describe how you might use the above system to develop a classification system for drought severity given a data set with many attributes (from multiple environmental and agricultural sensors, samples, and observations).

1. Design: Intelligent Web Services (2 items, 15 points each)

Suppose a major academic textbook company has commissioned your KDD startup company to apply your analytical tools to its web site for the purpose of assisting university instructors with textbook selections.  Your objective is to provide an intelligent system that can answer queries from a professor and assist him or her by making a textbook recommendation when requested to.  In building and training your system, you have access to a large digital collection of (full text versions of) textbooks, as well to the web server. 

a) Describe a data model for this KDD problem and one or more machine learning problems that you might formulate using it.

b) Sketch a design for a KDD system that builds and applies the models you describe above, and a D2K-type data flow diagram for the KDD process.  Remember to give high-level input, output, and functional specifications.

2. Synthesis: Learning with Irrelevant Attributes (3 items, 10 points each)

Give your own original examples for this problem.

a) Write down a schema file (also called a “meta” file or “names” file) for a supervised, inductive, concept learning problem.  The schema file should contain at least 4 input attributes.  Then write down a training data set containing 10 of your own artificial training instances and a test data set containing 5 of your own artificial test instances.  2 of the attributes should be relevant to the concept and 2 should be irrelevant.  Make sure that at least 1 of the relevant attributes and exactly 1 of the irrelevant attributes can be detected as such using the training data.

b) Simulate the behavior of ID3 on your training data set.  Show all the steps in your calculations for the first attribute (and show the results for each attribute thereafter).  Calculate and show the confusion matrix on the test data set.

c) Now suppose that your test data set is, instead, a validation data set.  Use it to perform post-pruning and rule post-pruning on the decision tree from part (b).  Show the resulting pruned tree and the pruned rule base.  HINT: given that exactly 1 irrelevant attribute can be detected using the training data, some pruning should occur using both methods.

Problem Solving: Learning Bayesian Networks (3 parts, 10 points each)

Give your own original examples for this problem.

Suppose that the shock-trauma center of a major hospital in a large Midwestern city has contracted with your KDD startup company to develop a prototype system for emergency room triage (the sorting and prioritization of incoming patients).  The data that you will work with consists of unsupervised learning instances with the following discrete variables, in alphabetical order:

Blood-Loss – amount of blood loss upon arrival (NB – not a rate)

Instrument – type of object or weapon causing injury

Internal-Bleeding – level of internal bleeding of patient

Location-of-Injury – general body area of injury

Priority – symbolic attribute indicating how critical treatment is for this patient

Risk-of-Shock – level of risk of patient going into shock

Trauma-Type – general type of trauma (e.g., puncture, concussion, laceration)

Treatment-Type – symbolic attribute indicating the general type of treatment

For this problem, suppose that values of observable variables are known.

d) Generate at least 20 synthetic patient cases using the above 8 variables.

e) Using the above cases as training instances, simulate the behavior of the Chow-Liu algorithm in constructing a tree-structured Bayesian belief network (BBN) from data.  Show your work!  You need not learn conditional probability tables (CPTs), but assign a meaningful causal flow.

f) Now suppose that you are about to consult with a subject matter expert (here, an ER physician) on the content of a general BBN for this inference problem.   Which variables would you expect to correspond to observation nodes, intermediate nodes, and classification nodes (i.e., diagnostic findings) in this BBN?   Specify which variables belong to each of the 3 categories by cutting and pasting your answer for part (b) and marking each node (e.g., with color coding) below.

Proofs: Information Theory in KDD (2 parts, 15 points each)

g) Prove that among probability mass functions for a discrete random variable, the entropy of a uniform mass function is maximal.

h) Show that “Kullback-Leibler distance” is not really a distance metric.
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