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Abstract—Determining resource allocations (memory and
time) for submitted jobs in High Performance Computing (HPC)
systems is a challenging process even for computer scientists.
HPC users are highly encouraged to overestimate resource
allocation for their submitted jobs, so their jobs will not be killed
due to insufficient resources. Overestimating resource allocations
occurs because of the wide variety of HPC applications and
environment configuration options, and the lack of knowledge
of the complex structure of HPC systems. This causes a waste
of HPC resources, a decreased utilization of HPC systems, and
increased waiting and turnaround time for submitted jobs. In
this paper, we introduce our first ever implemented fully-offline,
fully-automated, stand-alone, and open-source Machine Learning
(ML) tool to help users predict memory and time requirements
for their submitted jobs on the cluster. Our tool involves imple-
menting six ML discriminative models from the scikit-learn and
Microsoft LightGBM applied on the historical data (sacct data)
from Simple Linux Utility for Resource Management (Slurm).
We have tested our tool using historical data (saact data) using
HPC resources of Kansas State University (Beocat), which covers
the years from January 2019 - March 2021, and contains around
17.6 million jobs. Our results show that our tool achieves high
predictive accuracy R2 (0.72 using LightGBM for predicting
the memory and 0.74 using Random Forest for predicting the
time), helps dramatically reduce computational average waiting-
time and turnaround time for the submitted jobs, and increases
utilization of the HPC resources. Hence, our tool decreases the
power consumption of the HPC resources.

Keywords—HPC; Scheduling; Supervised Machine Learning;
Slurm; Performance.

I. INTRODUCTION

High Performance Computing (HPC) resources have be-
come more available to users to run their extensive compu-
tations and simulations. One of the most important parts of
the HPC system is the batch scheduler. The batch scheduler
manages resources and queues of all submitted jobs in the
cluster. Hence, it is the part that decides where and when jobs
will run in the cluster. On the other hand, batch scheduler
performance depends on the resource requirements from the
user such as the amount of memory, requested time, and
the number of cores [1]. While these resource requirements
are the responsibility of HPC users to determine, it is a
fact that users may determine resource needs inaccurately
[2]. Also, users are highly encouraged to overestimate these
resources in order to satisfy job requirements, so their jobs

will not be killed during the run time due to insufficient
resources [3]. Overestimating job resource requirements nega-
tively impacts the performance and the utilization of the HPC
system. Moreover, over-estimating job resource process will
increase average turn-around time and average waiting time
for submitted jobs.

In this paper, we introduce the first-ever open-source,
stand-alone, highly-accurate, fully-offline, and fully-automated
tool called AMPRO-HPCC, which stands for ”A Machine-
Learning-Tool for Predicting Resources On Slurm HPC Clus-
ters”. AMPRO-HPCC aims to help HPC users predict and
estimate the required job resource allocations (memory and
time) for their submitted jobs. Our tool uses Simple Linux
Utility for Resource Management (Slurm) historical logs-data
(sacct) and involves implementation of six Machine Learning
(ML) discriminative models from the scikit-learn [4] and
Microsoft LightGBM (LGBM) [5]. Our ML tool is invoked
through Command Line Interface (CLI), and it consists of two
parts: i) System administrator part, which is responsible for
preparing data and all the required models for building the final
models and tool; ii) HPC user side, which will automatically
read the submission job script provided from the HPC user and
recommend the required job allocation resources (memory and
time) for the associated submitted job.

We have extended our previous work [6]–[8], and designed
the AMPRO-HPCC tool to help HPC users determine the
allocation of HPC resource needs (memory and time) using
supervised ML over historical data (sacct). Our open-source
tool can be found on GitHub [9].

The rest of this paper is organized as follows: Section
2, discusses the related work. Section 3 describes our pre-
diction tool, AMPRO-HPCC, which includes the workflow
model, data preparation, evaluation and building of our Mixed
Account Regression Model (MARM), and the job resource
prediction. Section 4 shows our promising results. Finally,
Section 5 presents our conclusion.

II. RELATED WORK

Simple Linux Utility for Resource Management (Slurm) is
a resource manager, which enables HPC resources to execute
parallel jobs efficiently [10]. Slurm turns a set of hundreds or
tens of thousands of computers into a single unit that you can



run jobs on. So Slurm makes parallel computers easy to use.
Slurm allocates resources within a cluster, manages the nodes,
and keeps track of architecture within a node such as sockets,
NUMA boards, cores, hyper threads, memory, interconnect,
generic resources, and managing licenses. Slurm manages jobs
through varieties of scheduling algorithms (fair share, gang,
advanced reservation, etc.) [11].

While there are many kinds of resource management sched-
uler such as Sun Grid Engine (SGE) [12], Tera-scale Open-
source Resource and Queue manager (TORQUE) [13], [14],
and Portable Batch System (PBS) [15], [16], Slurm is the most
popular and most used among them. Hence, we implemented
our tool based on Slurm workload manager HPC systems.

There are many studies and research focusing on predicting
the running time and the time required for running application
on the HPC systems or the cloud [17]–[29], while there are
quite a lot of research that focuses on predicting the amount
of memory required for the submitted jobs [30], [31].

Our work differs by the methodology used and the ability
to predict both memory and time required for submitted jobs
on the HPC systems. We conclude ”there does not yet exist
software that can help to fully automate the allocation of HPC
resources or to anticipate resource needs reliably by gener-
alizing over historical data, such as determining the number
of processor cores and the amount of memory needed.” [6].
Hence, we are introducing the first-ever open-source ML tool
for predicting job resources (memory and time) for submitted
jobs on the HPC systems.

III. PREDICTION TOOL AMPRO-HPCC

Figure 1 illustrates the use-case diagram of our
ML tool. We have two types of users: i) system
administrators (referred to as admin henceforth) and
ii) HPC users (referred to as users henceforth).
Modules PreProcess, BuildPerAccountModels,
BuildMixedAccountModels and
TrainSelectedMARM are available to admins, while
the Ampro-hpcc module is available to both admins and
users. The main objective of our tool is to build Mixed
Account Regression Models (MARM), which are regression
models built on a subset of slurm Accounts with the best
overall predictive performance, containing a reasonable
percentage of jobs. Here, we provide descriptions of each
module along with its inputs and outputs.

A. AMPRO-HPCC Workflow Model

Figure 2 describes the workflow model of our work as
follows: i) The user prepares and creates a new job, which
includes the requested amount of memory, time limit, quality
of service (QoS), and partition name for the proposed job.
ii) The HPC user will submit their job and passes it through
our ML model in order to predict the amount of the required
memory and the amount of time needed for the job to run. iii)
Our ML model will process the submitted job by parsing all of
the parameters needed, then predicting required memory and
time for the specific job. iv) The HPC user will get feedback

Fig. 1. Use-Case Diagram for AMPRO-HPCC

from our model regarding the needed amount of memory
and time for their submitted jobs. v) The user will have the
option to confirm or deny to use the predicted values for the
required memory and time. vi) If the user confirms the use
of the predicted amounts for either the required memory or
the required time or both, then our ML model will update
the amounts of memory and time as needed for the submitted
job. If not, then the submitted job will remain the same. vii)
The user will be notified about the changes to their jobs.
viii) Finally, either an updated job or the original job will
be scheduled for running on the cluster.

B. Data Preparation

The data preparation or Preprocess module takes the
path (path_to_data) to logs of slurm jobs accounting
information (sacct) to extract Account, ReqMem, Timelimt, Re-
qNodes, ReqCPUS, QoS, Partition, MaxRSS, CPUTimeRAW,
and State from the dataset. A description of these features
can be found at [32]. The module also asks the admin
to provide default time-limit (def_time), default qual-
ity of service (def_qos), and default partition assignment
(def_partition) to deal with some of the missing values
in the data. Finally, the admin also has the ability to specify a
set of QoS (sel_qos) and partitions (sel_partition)
that they want to select over the entire data. In addition,
the Pre-processing module does its own filtration by
only selecting jobs with State equals to ’COMPLETED’,
and having non-zero MaxRSS and CPUTimeRAW. Next, this
module standardizes Timelimit to numeric hours, MaxRSS
and ReqMem to gigabytes (GB), and Account and QoS to
numeric factors. Finally, Account, ReqMem, ReqNodes, Time-
limit, QoS, MaxRSS, and CPUTimeRAW are normalized us-



Fig. 2. AMPRO-HPCC Work-Flow Diagram.

ing the StandardScaler transform in Scikit-learn Python
package [4].

C. Evaluating Individual Regression Models

Before building the Mixed Account Regression Models
(MARM), the admin can evaluate individual regression mod-
els to note what may be most suited to their dataset. Al-
though optional, the BuildPerAccModels module can
provide initial insights on the quality of data and can sig-
nificantly speed up MARM building time by nominating
promising regression models for MARM overall possibilities.
The BuildPerAccModels module requires the admin to
provide the path to processed data (path_to_data), inde-
pendent variables or features (indep_vars), and a depen-
dent variable (dep_var) to train and evaluate seven popular
regression models on all data-subsets containing individual
Account. At this point, the admin can specify the minimum
number of jobs an individual Account should have in order
to be considered (min_num_jobs). The seven regression
models include: i) Lasso Least Angle Regression (LL) [33],
[34], ii) Linear Regression (LR) [34], iii) Ridge Regression
(RG) [34], iv) Elastic Net Regression (EN) [34], v) Classifi-
cation and Regression Trees (DTR) [35], vi) Random Forest
Regression, (RFR) [36], and vii) LightGBM (LGBM) [5]. The
regression models are evaluated by means of the Coefficient
of determination (R2), and root mean squared error (RMSE)
[34]. We used scikit-learn’s [4] implementation for all models
and performance metrics.

D. Evaluating Mixed Account Regression Models

Once the individual regression models have been eval-
uated, the admin can select what models should be
considered for MARM. The admin can also decide to
select all seven regression models for MARM. Our
BuildMixedAccountModels module requires a path
to processed data (path_to_data), independent vari-
ables (indep_vars), dependent variable (dep_var), the
minimum number of jobs (min_num_jobs), and the
names of the regression models to be considered for

MARM (methodnames). A mixed account regression model
MARM(N,M,X, Y ) is constructed by finding N accounts
with the best performance score for a given regression model
M in predicting a dependent variable Y using independent
variables X . MARM is constructed iteratively and can be
summarized as follows:

MARM(N,M,X, Y ) =

{
N

′
N = 1

MARM(N − 1,M,X, Y ) ∪N
′

otherwise

where N
′ ∈ N is the Account that results in the best overall

aggregate score in terms of R2 on training (R2tr) and testing
(R2te) datasets and number of jobs (SN ′ ), given by:

N
′
= argmaxn∈N (R2tr(M,XA[n], YA[n]), R2te(M,XA[n], YA[n]), SA[n])

where XA[n] and YA[n] correspond to independent and
dependent variables respectively for an unique Account A[n].
Thus, the MARM of N accounts depends upon the MARM
of N −1 accounts appended with the best overall Account N

′

that results in the best overall performance. R2 scores R2tr
and R2te are calculated by randomly splitting the data into
80% (training) / 20% (testing), five times (5-fold) modeling
using the regression model M , and averaging the R2 scores
on training and testing data subsets over the five runs. A
comprehensive explanation of the Mixed Account Regression
Model (MARM) can be found in our publication [7].

E. Building MARM for Prediction

The BuildMixedAccountModels module generates
R2 score distributions over 1, 2, · · · , N for each regression
model M specified by the admin in methodnames.
Thus, the admin can determine which regression model
performs the best along with the best number of accounts
n̂ ≤ N to use. Thus, our TrainSelectedMARM module
takes the selected regression model (sel_model), path to
processed data (path_to_data), path to the intermediate
results produced by BuildMixedAccountModels
module (path_to_marm_res) independent variables



(indep_vars), dependent variable (dep_var) and number
of accounts (num_acc) to build the final MARM for resource
prediction.

F. Job Resource Prediction

Finally, the users of the slurm system can use Ampro-hpcc
module by providing a path to their Slurm job sub-
mission script (path_to_script), a path to selected
MARM model (path_to_model), a path to system de-
fault (path_to_defaults), and a path to the nor-
malization transform (standard Scalar inverse transform)
(path_to_stdscale) to obtain the recommended values
of time and memory. To be conservative and prevent failure
due to time and memory requirements that may underestimate
of the actual memory and time utilization, our recommended
values are increased by 10%.

IV. RESULTS AND DISCUSSION

A. Preprocessing and PerAccount Models

We applied our ML tool using the HPC resources at Kansas
State University, called Beocat. The data side has 17.6 million
instances and covers the years 2018 - 2021 of the usage. Af-
ter using PreProcessing module only selecting ’normal’
QoS, the dataset contained 7.8 million jobs spread across 21
unique accounts. Employing BuildPerAccountModels,
we evaluated all seven regression models across 21 accounts,
resulting in Figure 3 for predicting time (CPUTimeRAW) and
memory (MaxRSS) that shows boxplots of R2 and negative
RMSE score distributions. We found LGBM, DTR, and RFR
to be clear winners. Thus, we decided to only utilize LGBM,
DTR, and RFR to build MARM.

B. MARM Models in Beocat

Utilizing BuildMixedAccountModels, we constructed
MARMs to predict memory and time in Beocat using 17
out of 21 accounts (80% of the total accounts) in Beocat.
Figure 4 shows the mean R2 score distribution of DTR,
RFR, and LGBM on training and testing datasets versus the
number of best account combinations in predicting time. It
can be seen that the R2 decreases as the number of accounts
(and jobs) increases. We found RFR was the best performer
in predicting time, while LGBM was the best performer
in predicting memory. Thus, we finalized the memory and
time MARM using TrainSelectedMARM to be i) best five
account combination (spanning across 1.8 million jobs) with
an average R2 of 0.74, for building an RFR based time model
and ii) best thirteen accounts combination (spanning across
1.4 million jobs) with average R2 of 0.72, for building an
LGBM based memory model as shown in Figure 4. Using
the finalized MARMs, we randomly sampled 5000 jobs from
Beocat and ran them on a Slurm simulator with requested,
actual, and predicted time and memory values.

C. Evaluating Our Model

We assessed our model using the Slurm simulator [37],
[38], which was developed by the Center for Computational
Research, SUNY Buffalo. The Slurm simulator was chosen
because it is implemented from a modification of the ac-
tual Slurm code while disabling some unnecessary functions,
which do not affect the functionality of the real Slurm [37].

Figure 5 shows submission and execution time, which
indicates the difference between the job submission time
(timestamp that represents when the job was submitted) and
the execution time (difference between the start and end
execution time) for five thousand jobs. Our results indicate
that we have achieved almost identical running time compared
to the actual running time.

Figure 6 measures and compares system utilization using
requested jobs resources versus actual job resources versus
predicted job resources using the AMPRO-HPCC tool. Our
results show that our tool reached almost similar utilization
compared to the utilization of the HPC system that used actual
job resources because of the high prediction accuracy of our
ML tool.

Figure 7 compares and assesses the backfill-sched algo-
rithm’s performance. The graph shows more efficient perfor-
mance on the backfill-sched algorithm on the Beocat testbeds
that used our ML module than the ones that did not. The
graph shows fewer density results when using predicted values
since using our AMPRO-HPCC model decreases the number
of resources required by the user for the submitted jobs in most
cases. This situation results in helping Slurm fit more jobs on
the cluster. It also reduces the need to use the backfill-sched
algorithm and resulting in more overall system efficiency by
using these available resources.

Table 1 provides the calculated average waiting time, and
average turn-around time for Beocat jobs for requested, actual,
and predicted job resources allocation. Our results show that
our tool was able to reduce the average waiting time for
submitted jobs from 680 hours to 8.0 hours and the average
turnaround time from 692 hours to 16.4 hours.

V. CONCLUSION

Determining the allocation of HPC resources for submitted
jobs is a difficult process for HPC users. It is still an open
question how many resources the user should specify (memory
and time) for their submitted jobs on the cluster. HPC users are
encouraged to overestimate job resources for their submitted
jobs. In this paper, we have developed a novel and the
first-ever open-source, stand-alone, fully-automated, highly-
accurate, and fully-offline ML tool to help HPC users to
determine the amount of required resources (memory and
time) for their submitted jobs on the HPC clusters. Our tool
was built using supervised ML algorithms. Our tool consists
of two parts: i) the system admin part, which is responsible
for preparing and building the ML model based on Slurm
historical data and providing it to the users; ii) the user part,
which uses the ML model provided from the system admin
part, reads the submitted job script, and predicts the required
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Fig. 3. R2 and Negative RMSE of Seven Methods Across 21 Accounts in Beocat.
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Fig. 4. R2 Versus Number of Accounts in Predicting Memory and Time Using MARM Across Beocat



Fig. 5. Jobs Submission and Running Time. (Note Dramatic Improvement of Y Axis Range.)

Fig. 6. Utilization (Requested vs Actual vs Predicted) for Beocat Jobs.

Fig. 7. Backfill-Sched Algorithm Performance (Requested vs Actual vs Predicted) for Beocat Jobs.



TABLE I
AVERAGE WAITING AND TURNAROUND TIME (REQUESTED VS ACTUAL VS PREDICTED) FOR BEOCAT

Avg Wait Time (Hour) Avg TA Time (Hour) Median Wait Time (Hour) Median TA Time (Hour)
Requested 680 ±128 692.8 ±130 713.6 715.6

Actual 0.4 ±0.08 3.62 ±1.8 0 3.09
Predicted 8.0±1.1 6.36 ±1.9 1.4 5.9

amount of the resources (memory and time). Our tool achieves
high accuracy and can significantly increase the performance
and utilization of the HPC systems. Moreover, our ML tool can
dramatically decrease the average turnaround and waiting time
for the submitted jobs. Hence, our tool increases the efficiency
and decreases the power consumption of the Slurm-based HPC
resources.
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