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 Abstract 

We present D2K, a Java-based visual programming system for information visualization 

and data mining. This poster focuses on the problem of scaling up high-level 

optimization algorithms (wrappers) for performance enhancement in machine learning. 

In particular, we report results from a small Beowulf cluster, and similar network-of-

workstation systems, that incorporate the MLC++ machine learning library into a 

wrapper for performance enhancement in D2K. The wrapper performs relevance 

determination (finding attributes that are relevant to a prediction objective) using a 

parallel, distributed, genetic algorithm running on this cluster. It achieves a linear 

speedup due to a high degree of task parallelism as well as improved model efficiency in 

the number of relevance attributes discovered, compared to the search algorithm A* 

using an existing heuristic. 
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